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ABSTRACT

Electrons in earth’s magnetotail are energized significantly both in the form of heating and in the form of acceleration to non-thermal ener-
gies. While magnetic reconnection is considered to play an important role in this energization, it still remains unclear how electrons are ener-
gized and how energy is partitioned between thermal and non-thermal components. Here, we show, based on in situ observations by
NASA’s magnetospheric multiscale mission combined with multi-component spectral fitting methods, that the average electron energy �e (or
equivalently temperature) is substantially higher when the locally averaged electric field magnitude jEj is also higher. While this result is con-
sistent with the classification of “plasma-sheet” and “tail-lobe” reconnection during which reconnection is considered to occur on closed and
open magnetic field lines, respectively, it further suggests that a stochastic Fermi acceleration in 3D, reconnection-driven turbulence is essen-
tial for the production and confinement of energetic electrons in the reconnection region. The puzzle is that the non-thermal power-law
component can be quite small even when the electric field is large and the bulk population is significantly heated. The fraction of non-
thermal electron energies varies from sample to sample between �20% and �60%, regardless of the electric field magnitude. Interestingly,
these values of non-thermal fractions are similar to those obtained for the above-the-looptop hard x-ray coronal sources for solar flares.

VC 2022 Author(s). All article content, except where otherwise noted, is licensed under a Creative Commons Attribution (CC BY) license (http://
creativecommons.org/licenses/by/4.0/). https://doi.org/10.1063/5.0085647

I. INTRODUCTION

Magnetic reconnection converts magnetic energy to particle
energy and can lead to explosive energy-release in magnetospheric,
solar, and astrophysical plasma environments (e.g., Zweibel and
Yamada, 2009; Ji and Daughton, 2011, and references therein). In this

process, electrons are heated to produce a hot thermal component.
They can also be accelerated to very high, non-thermal energies.
Despite decades of study, however, it remains unclear how electrons
are energized and how energy is partitioned between thermal and
non-thermal components. For solar flares, it has been reported that
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non-thermal electrons alone carry up to 50% of the released magnetic
energy (e.g., Lin and Hudson, 1976; Aschwanden et al., 2017). This is
in contrast to the case of earth’s magnetotail where non-thermal elec-
trons appear to carry only a minuscule fraction of released energy
(e.g., Øieroset et al., 2002; Eastwood et al., 2013).

In earlier years of magnetotail exploration, electron energy spec-
tra were studied in great detail by Christon et al. (1988; 1989; 1991)
using data from the ISEE spacecraft. It was reported that the electron
populations respond collectively as a single unified population (rather
than separated thermal and non-thermal populations) during magne-
totail activities and that the energy spectrum can be generally
described by the kappa distributions, although there are often devia-
tions from the kappa distribution, especially in the lower energy range.
It was further reported that the power-law index d (as measured in dif-
ferential flux) can be �4 or larger (Christon et al., 1991), and that the
power-law spectrum often remains hard even in undisturbed condi-
tions as measured by the Auroral Electrojet (AE) index (Christon
et al., 1989).

In more recent decades, electron acceleration has been diagnosed
more frequently in the context of magnetotail reconnection. It was
reported that electrons are accelerated up to �300 keV in the Hall
region and that the power-law part of the spectrum (above a certain
energy threshold) carries �10% of the total electron energy (Øieroset
et al., 2002). There have also been numerous observations of electron
acceleration associated with reconnection-related features such as the
dipolarization front (or dipolarizing flux tubes) (e.g., Fu et al., 2011;
Birn et al., 2014; Turner et al., 2016; and Gabrielse et al., 2017), flux
ropes (e.g., Chen et al., 2008; Retin�o et al., 2008) and their coalescence
(e.g., Wang et al., 2016), separatrix (e.g., Jaynes et al., 2016; Norgren
et al., 2020), reconnection jets (or convective flows) (e.g., Asano et al.,
2010; Eriksson et al., 2020; and Chen et al., 2019a), electron-scale dif-
fusion region (or the dissipation region) (e.g., Oka et al., 2016; Cohen
et al., 2021; and Turner et al., 2021), and turbulence (e.g., Ergun et al.,
2020b). These observations demonstrate a clear association between
electron acceleration and many reconnection related, kinetic-scale
phenomena. They often focus on a specific location or specific struc-
ture although a variety of different kinetic structures can exist in the
same event. Also, there can be different stages in the magnetotail evo-
lution. Thus, there is a need for an updated, large-scale picture of the
electron energy spectra with different stages of magnetotail evolution
considered. Such analysis would enable us to compare magnetotail
observations with solar flare observations, which do not have informa-
tion as detailed as in situ observations in space. Observations by
NASA’s Magnetospheric Multiscale (MMS) mission (Burch et al.,
2016) are ideal for such a study. MMS provides measurements of full
3D velocity distributions of ions and electrons as well as all three com-
ponents of the electric and magnetic fields. The particle measurements
by two different instruments cover a wide energy range from 10 eV to
500 keV, and all data have been well calibrated.

Thus, the main purpose of this paper is to update our overall,
large-scale picture of electron energy spectra in the magnetotail in the
context of reconnection by using the comprehensive data set obtained
by MMS. Rather than focusing on the small-scale kinetic structures
associated with magnetic reconnection, we will examine large-scale evo-
lution of electron energy spectra across the reconnection region (more
specifically, the Hall region). Particularly new in our study is the consid-
eration of different preconditioning (or magnetotail activity level).

Previous studies of the global evolution of the magnetotail led to
the picture of two-step energy release (e.g., Hones, 1977; Baker et al.,
2002; and Cao et al., 2008). It was argued that the magnetic X-line pro-
gresses from reconnection of closed (plasma sheet) to open (lobe) field
lines. The open (lobe) field reconnection (with the concomitant large
Alfv�en speeds in the inflow region) is more explosive and marks the
pinching off of the plasmoid (Baker et al., 2002). The pictures of
plasma-sheet and tail-lobe reconnection, including how they are
related to the open/closed configurations, are well illustrated in, for
example, Fig. 3 of Hones (1977) and Fig. 5 of Baker et al. (2002).

It remains unclear precisely how reconnection becomes explosive
and how particles gain energies during reconnection, but it is instruc-
tive to consider a possible importance of the reconnection electric field
ER. The reconnection electric field ER can be expressed as
ER ¼ aRVAB0, where aR is the reconnection rate (typically estimated
as �0.1), B0 is the magnetic field magnitude in the inflow region, N is
the number density of the current sheet, and VA is the Alfv�en speed
obtained from B0 and N defined above. Then, if particles were able to
feel this electric field (in the current sheet where particles are unmag-
netized), the particle energy gain De would be expressed as
De ¼ qERL, where q is particle charge and L is the size of the energy-
release site. When normalized, it becomes

De ¼ aR
L
di

� �
miV

2
A; (1)

where di is the ion inertia length. Thus, if the reconnection rate and
the size of the reconnection region were the same, the tail-lobe recon-
nection which has a larger value of B0 and a smaller value of N results
in an enhanced energization of particles by the enhanced VA and ER.
This is of course a naive discussion, and the precise mechanism of par-
ticle energization is not fully understood yet. Nevertheless, Eq. (1) pro-
vides a possible explanation of the importance of the Aflv�en speed as
suggested by, for example, Baker et al. (2002).

More intuitively, the dependence on the Alfvèn speed V2
A is

described as how much magnetic energy is available per particle or how
strongly particles are magnetized because miV2

A=2 ¼ B2=8pN (e.g.,
Kennel and Petschek, 1966). In the presence of inflows and hence
Poynting flux, the total electromagnetic energy per particle available for
reconnection can be expressed as miV2

A by dividing the incoming
Poynting flux by the inflowing particle density flux (e.g., Shay et al., 2014).

This paper is organized as follows: We first review the kappa and
flattop distributions, which serve as the basis of our spectral analysis
(Sec. II). We then describe the instrumentation and data set used in this
study (Sec. III). In the main section (Sec. IV), we present three cases
of magnetotail reconnection (events A, B, and C) to demonstrate the
variation of the spectral forms. Events A and C (earlier phase) are
the plasma-sheet reconnection whereas events B and C (later phase) are
the tail-lobe reconnection. Also we use all three cases to compare
the average electron energy with the average electric field magnitude.
Finally, we summarize the observations and discuss the results (Sec. V).

II. SPECTRAL MODELS

In this paper, we analyze omni-directional electron data, i.e., the
energy spectra averaged over all directions, at a reduced time resolu-
tion. While electrons often exhibit anisotropy or beam features at the
fine scales, fitting those features requires the analyses to be performed
in 2D or 3D velocity space, which is well beyond the scope of this
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paper. Our idea here is to start from a simple approach of assuming isot-
ropy and obtain a rough, overall picture of how electrons are energized
and partitioned between thermal and non-thermal components. Our
approach may not be applicable to the kinetic scale or shorter timescale
variations where electrons exhibit more complicated velocity distribution
functions. It is also to be emphasized that, in our definition, a plasma
population is “non-thermal” if it exhibits a power-law in the energy spec-
trum. Thus, an isolated beam component would still be included in the
thermal component if the speed of the beam was small and if it did not
exhibit a power-law. We confirmed, however, that such cases are rare
and do not affect the main conclusion of this paper.

With all these assumptions, we examine 1D energy spectra at a
reduced time resolution (more details of the data analysis will be pre-
sented later). In our spectral analysis, we use Maxwellian (fM), kappa
(fj), flattop (fFT) distributions, and a combination of these distribu-
tions. This choice has been developed through an iterative process of
visually inspecting all samples and confirming that the data can be rea-
sonably fitted with at least one of these models. Below, we describe
more details of the key models.

Figure 1 illustrates the kappa and flattop distributions. Assuming
isotropic distribution with zero bulk flow speed, the phase space den-
sity f(v) of the kappa distribution is expressed as

f ðvÞ ¼ A 1þ v2

jh2

� �� ��ðjþ1Þ
; (2)

where

A � N

pjh2ð Þ3=2
Cðjþ 1Þ

Cðj� 1=2Þ ; (3)

v is the particle speed, N is the density, h is the most probable speed at
which the differential flux becomes maximum, and j is the power-law
index (e.g., Olbert, 1968). j is defined so that it matches with the
power-law index d as measured in differential flux. The kappa distri-
bution is a fundamental form that can be obtained by maximizing the
entropy in the Tsallis statistics, which is an extension of the
Boltzmann–Gibbs statistics to include a power-law distribution (e.g.,
Milovanov and Zelenyi, 2000; Leubner, 2002). In fact, the kappa

FIG. 1. Key spectral models used in this
study: [(a) and (b)] kappa and [(c) and (d)]
flattop distributions. For each model, the
spectral form is shown for the j¼ 4 case
with the energy normalized by
Empð� kTM ) and ELð� 1=2mv2LÞ for the
(a) kappa and (c) flattop distributions,
respectively. The gray shaded region indi-
cates our definition of the non-thermal
component. The non-thermal fractions of
densities (solid curve) and energies
(dashed curve) are also shown as a func-
tion of j [panels (b) and (d)]. See texts for
more details.
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distribution approaches to a power-law at its higher-energy end and
approaches a Maxwellian distribution at its lower-energy end. While a
Maxwellian distribution represents the thermal equilibrium, the kappa
distribution can be reproduced by considering thermalization in the
presence of turbulence that provides stochasticity needed for a power-
law formation (e.g., Ma and Summers, 1998; Yoon et al., 2006; and
Bian et al., 2014). The average energy of particles Eavg can be expressed
as

Eavg ¼
3
2
kBTj

¼ 3
2
kBTM

j
j� 3=2

� �
; (4)

where Tj is the kappa temperature and TM is defined as
kBTM � 1=2mh2.

For convenience, we follow recent solar flare studies (Oka et al.,
2013; 2015) and define a thermal core component with the tempera-
ture kBTM . The difference between the kappa and core distributions
(the shaded region in Fig. 1) represents the non-thermal component.
One may introduce another definition of non-thermal fraction by
using a sharp cutoff at energy Ec to separate thermal and non-thermal
components. However, such a definition requires an arbitrary choice
of Ec. In our definition, the core temperature kBTM serves the role of
Ec but is determined naturally from the kappa distribution form. As a
result, the non-thermal fractions of particle density and energy can be
calculated analytically. Here, the non-thermal fraction of particle den-
sity RN is defined as RN ¼ Nnt=Ntot , where Nnt is the density of the
non-thermal component and Ntot is the total density derived from the
entire energy spectrum. Similarly, the non-thermal fraction of particle
energy Re is defined as Re ¼ ent=etot , where ent is the energy density of
the non-thermal component and etot is the energy density derived
from the entire energy spectrum. The calculated values of RN and Re

are illustrated in Fig. 1(b) as a function of j. It indicates that j � 4
marks the equipartition between thermal and non-thermal energies.

The flattop distribution has been observed at earth’s bow shock
(Feldman et al., 1982), interplanetary shocks (Feldman et al., 1983),
and in earth’s magnetotail (e.g., Asano et al., 2008; Chen et al., 2009;
Wang et al., 2010; Egedal et al., 2010; Oka et al., 2016; and Teh et al.,
2018). It has been argued that, at collisionless shocks, the flattop distri-
bution is associated with electron heating that results in part from
energization by a cross-shock potential, followed by beam driven insta-
bilities (Feldman et al., 1983; Thomsen et al., 1983). For the magneto-
tail, the flattop distribution has been associated with the reconnection
separatrix (Asano et al., 2008), magnetic islands (or flux rope in 3D)
(Chen et al., 2009; Wang et al., 2010; and Teh et al., 2018), the recon-
nection inflow region (Egedal et al., 2008), and immediate down-
stream of the electron-scale diffusion region (Oka et al., 2016).
Interestingly, the model by Egedal et al. (2008) involves a potential
that works on an electron as it escapes the region along a magnetic
field line. Thus, there is a similarity in the formation of the flattop dis-
tribution in the shock and reconnection regions.

The phase space density f(v) of the flattop distribution is
expressed as

f ðvÞ ¼ A 1þ v

vL

� �2j
" #�jþ1

j

; (5)

where

A � 3N
2pv3L

Cð1=jÞ
Cð1þ 3=2jÞjCð�1=2jÞj ; (6)

vL is the “shoulder speed” below which the phase space density
becomes constant (and the spectral form becomes flat), and the other
parameters are the same as those of the kappa distribution. This
expression is an isotropic version of the flattop distribution given by
Thomsen et al. (1983). The spectrum becomes a power-law above vL
(or the shoulder energy of EL � 1=2mv2L). The average energy of par-
ticles Eavg can be expressed as

Eavg ¼
3
2
kBTFT

¼ 3
2
EL

2
5
Cð1þ 5=2jÞCð�3=2jÞ
Cð1þ 3=2jÞCð�1=2jÞ

� �
; (7)

where TFT is the temperature of the flattop distribution.
In principle, we cannot define a non-thermal fraction for the flat-

top distribution because any part of the distribution cannot be approx-
imated by a thermal Maxwellian distribution. In fact, unlike the kappa
distribution, the flattop distribution does not approach to the
Maxwellian distribution in the j!1 limit. It approaches to a step
function, i.e., f(E)¼A in the E < EL range and f(E)¼ 0 in the E > EL
range. Thus, in this study, we tentatively regard the spectral part in the
E < EL and E > EL ranges as the thermal and non-thermal compo-
nent, respectively. With this definition, the non-thermal fractions, RN
and Re, can be evaluated analytically. The result is shown in Fig. 1(d).
The dependence on j is slightly different from that of the kappa distri-
bution, but j � 4 again marks the equipartition of energy.

When fitting the data, we considered a total of 8 spectral models
as listed below:

• fM,
• fM;cold þ fj,
• fM;cold þ fj þ fM;hot,
• fM;cold þ fFT þ fM;hot,
• fj,
• fj þ fM;hot,
• fFT, and
• fFT þ fM;hot.

Here, fM;cold and fM;hot represent the same Maxwellian distribu-
tion but with low and high temperature values, respectively. They
are controlled by the initial values in each fitting. Also, the compo-
nents are shown in order of temperature (or average energy of par-
ticles). For example, in the fM;cold þ fj þ fM;hot model, the
temperature of the kappa distribution is smaller than that of fM;hot.
Upon calculating the non-thermal fraction, fM;hot is regarded as a
non-thermal component because its temperature is higher than
that of the main plasma population (represented by fj or fFT). The
density of this component is usually very small, so it does not
greatly affect the non-thermal fraction. It is also to be noted that
this component represents an enhancement (or a “bump”) at the
higher energy range and, thus, different from the exponential cut-
off of the power-law tail, which is generally represented by
E�c exp ð�E=Ecutoff Þ. We did not find such a smooth, exponential
cutoff of the power-law tail in the events presented in this paper.
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III. INSTRUMENTATION AND DATA SET

We use publicly available, level-2 data from NASA’s MMS mis-
sion (Burch et al., 2016). We use magnetic and electric field data
obtained by the FIELDS instrument (Russell et al., 2016; Lindqvist
et al., 2016; and Ergun et al., 2016) as well as particle data obtained by
the Fast Plasma Investigation (FPI) (Pollock et al., 2016), the Energetic
Particle Detector (EPD) (Blake et al., 2016), and the Hot Plasma
Composition Analyzer (HPCA) (Young et al., 2016). The electron data
come from FPI and EPD [primarily Fly’s Eye Energetic Particle Sensor
(FEEPS)] to cover both lower and higher energy ranges, respectively.
For ion moments (velocity vectors and temperatures), we use data
from HPCA because HPCA has a larger energy coverage and enables
a consistent calculation of moments even during periods of intense
energization associated with reconnection. All data are shown in
Geocentric Solar Magnetospheric (GSM) coordinates.

Because we focus on average properties of electron energy
spectra, we will use the survey-mode data that are continuously
available throughout the events of interest. Unless otherwise
noted, the energy spectra presented in this paper are obtained for a
�9 s period, which typically contains two samples of Fast Plasma
Investigation (FPI) fast-survey-mode data and four samples of
FEEPS survey-mode data. The time resolution of the HPCA data
(ion moments) is ten seconds and, thus, sufficient to be compared
with the survey-mode electron data. We examined some of the
higher-resolution burst-mode data whenever available and con-
firmed that our conclusion of this paper is not sensitive to the
choice of the data mode. Also, while there are four identical space-
craft in the MMS mission, we primarily use data from MMS-3.
Because of the short inter-spacecraft distance, all four spacecraft
observe basically the same features at similar timing, and thus our
results and conclusions are not sensitive to the choice of
spacecraft.

Upon analysis of electron energy spectra, we removed data points
that are contaminated by photoelectrons. We also removed noisy data
that are close to the detection limit (i.e., the one-count-level falls within
the error range of the signal). Then, we fitted the data with the spectral
models described in Sec. II. More details of the data point removal as
well as the technical procedure of spectral fitting are described in
Appendixes A and B, respectively.

IV. OBSERVATIONS

We now present specific examples of electron energy spectra
obtained in three different events featuring magnetotail reconnection.
Events A and B provides good examples of plasma-sheet and tail-lobe
reconnection, respectively. Event C illustrates the transition between
the two phases. In all three events, the MMS spacecraft stayed very
close to the plasma sheet center for a relatively long time, enabling us
to investigate the average picture of electron energy spectrum in the
plasma sheet. We also confirmed, by following the technique described
by Eastwood et al. (2010), that all these exhibit the quadrupole struc-
ture of the out-of-plane magnetic and/or the bipolar structure of the
in-plane electric field. Thus, all these events can be described as the
Hall reconnection.

A. Event A: Plasma-sheet reconnection

Figure 2 shows an overview of event A observed by MMS3.
Observations are shown for 22:00–23:00 UT of July 11, 2017 and the

time period of reconnection signature (especially high speed flows) is
highlighted in yellow. The sign of the sunward-earthward component
of the high-speed plasma flow (Vix) reversed from negative to positive
at around 22:34–22:37 UT [the blue curve in Fig. 2(e)], indicating that
the reconnection X-line passed by MMS and convected in the tailward
direction. A close inspection revealed that there was a correlated rever-
sal of the north-south component of the magnetic field (Bz) as well as
the electron-scale diffusion region (EDR) at around 22:34 UT. More
details can be found in earlier reports of this event (e.g., Torbert et al.,
2018; Genestreti et al., 2018; Nakamura et al., 2018; 2019; and Burch
et al., 2019).

Here, we focus on the variation of the energetic electron flux at
larger time-scales, as shown in Figs. 2(d) and 2(j). The energetic elec-
tron flux increased roughly with a decreasing distance from the X-line,
as can be seen in the green-color region of the spectrogram in Fig.
2(d). However, the flux was consistently high on the earthward side of
the X-line (i.e., after the X-line passage), as can be seen in the 80 keV
flux profile in Fig. 2(j). Across the reconnection encounter, the temper-
ature remained relatively constant at �5 keV [Fig. 2(f)] but there were
significant fluctuations in the magnetic and electric fields [Figs. 2(b)
and 2(h)]. The density remained high at or above�0.1 cm�3 through-
out the event, and the AE index (measured by the THEMIS network
of ground stations) remained low.

Figure 3 shows three examples of the electron energy spectra
obtained in event A, demonstrating the typical features especially the
kappa-like spectral form. It is evident that the non-thermal tail was
less enhanced before reconnection (spectrum 1), but it is enhanced
substantially in the reconnection region and exhibited a power-law
form (spectrum 2). Then, the power-law spectrum became soft again
after reconnection (spectrum 3). This variation is seen clearly seen in
Fig. 2(k), which shows the time variation of j through the event (pink
curve). j starts to decrease around 22:00 UT and reaches a minimum
around 22:35 UT, near the flow reversal (and the presumed X-line
location), and increases again following the X-line encounter. Such a
variation is consistent with an earlier report that showed a spectral
hardening toward the center of the ion-scale diffusion region (or the
Hall region) (e.g., Øieroset et al., 2002). It is also clear that, in all three
spectra shown in Fig. 3, the entire energy spectrum is generally repre-
sented by the kappa distribution model, as shown in the left column
[i.e., Figs. 3(a), 3(d), and 3(g); purple curves]. As a general rule of
thumb, the reduced chi-square (v2�) should be of the order of �1 for a
successful fit. In this sense, the kappa distribution model fits the data
reasonably well because v2� was in the range from 1 to 4. It is to be
emphasized that, in all three spectra, there is no clear “spectral break”
that separates the thermal and non-thermal components, suggesting
that the energy spectrum is dominated by a single unified population.
This is consistent with the reports from the ISEE era (Christon et al.,
1988; 1989; 1991). Using the kappa distribution model, the non-
thermal fraction of electron energy Re is estimated. It varied from 19%
to 52% and then 31%, as annotated in Figs. 3(a), 3(d), and 3(g), and
also seen in Fig. 2(e), which shows the variation of Re through the
entire event.

Interestingly, a close inspection reveals that the data are not
always described perfectly by the kappa distribution and that the non-
thermal fraction can be sensitive to the choice of the model. For spec-
trum 1, there was a substantial deviation from the kappa distribution
model in the lower energy (<0.3 keV) range [Fig. 3(a)]. The deviation
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is modeled by an additional Maxwellian distribution, as shown in the
multi-component model [Fig. 3(c), thick gray curve]. The energy range
is still above the spacecraft potential (15V). Thus, this additional com-
ponent can be interpreted as a cold plasma population in the plasma

sheet. Adding such a cold population does not substantially change
the non-thermal fractions in this specific case. Similar cold populations
have been reported previously (e.g., Christon et al., 1991), but its origin
remains unclear (Delzanno et al., 2021). For spectrum 2, the kappa

FIG. 2. Overview of event A (July 11,
2017). The reconnection region is
highlighted in yellow. From top to bottom
are (a) THEMIS AE index, (b) magnetic
field, (c) and (d) ion and electron energy
spectrograms, (e) ion bulk flow, (f) perpen-
dicular and parallel ion temperatures, (g)
electron density, (h) electric field, (i) elec-
tron temperature, (j) phase space density
(s3/km6) of �80 keV electrons, (k) power-
law index d, (l) and (m) non-thermal frac-
tion of electron densities RN and energies
Re, respectively, and (n) reduced chi-
square v2. The pink and orange curves
are obtained by fitting energy spectra with
the kappa and flattop models, respectively.
The black stepped lines are obtained by
fitting 5 min data with multi-component
models. The vertical dashed lines indicate
the times of energy spectra shown in Fig.
3. The filled black circles indicate the
best-fit parameters as shown in Fig. 3.
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FIG. 3. Example analyses of electron energy spectra obtained in event A (July 11, 2017). Three different spectra are shown (top, middle, and bottom rows) with three different model fitting (left,
center, and right columns). The spectra are obtained at the times marked by the vertical dashed lines in Fig. 2. The black marks with error bars are the values measured by the FPI (<30keV)
and FEEPS (>30keV) instruments. The thin gray curves indicate the detection limit (i.e., one-count-level). The best-fit models are shown in color, i.e., the kappa distribution (purple curves), flat-
top distribution (orange curves), and the multi-component model (gray curves). The best-fit parameters are annotated in each panel. The residuals are normalized, as described in Appendix B.

Physics of Plasmas ARTICLE scitation.org/journal/php

Phys. Plasmas 29, 052904 (2022); doi: 10.1063/5.0085647 29, 052904-7

VC Author(s) 2022

https://scitation.org/journal/php


distribution model again fits the data well. However, a slight deviation
remains and the other spectral models, i.e., flattop and the combined
(Maxwellian þ kappa distribution) models, can also fit the data
equally well in a sense that their v2� is of the order of unity [Figs. 3(e)
and 3(f)]. This leads to a large ambiguity in our estimate of the non-
thermal fraction. This fraction is as small as 42% in the multi-
component model and as large as 62% in the flattop model. Thus,
spectrum 2 illustrates an example of those cases where it is difficult to
automatically and programmatically interpret the data without any
assumption. For spectrum 3, the flattop distribution model does not fit
the data well, as indicated by the relatively large v2� . On the other
hand, the multi-component model fits the data too well, leading to a
substantially small v2� (<1). This is often described as an “over-fitting”
(e.g., Andrae et al., 2010). In principle, any spectral form can be fitted
better by adding an extra spectral component or using a spectral
model with a larger number of free fitting parameters. In this study,
we favor a spectral model that produces v2� of order of unity with the
smallest number of parameters, see also Appendix B.

The time variation of the quantities derived from the fitting are
shown in Figs. 2(k)–2(n). The single functional models such as the
kappa (pink curves) and flattop (orange curves) models show smooth
profiles although v2� is mostly large. The multi-component model leads
to a large fluctuations of non-thermal fractions, as described above, so
we performed spectral fitting after reducing the time resolution down
to 30 s (thin stepped lines). During the time period when v2� is reason-
able (�1), the non-thermal fraction of energies, Re, varied between
20% and 60%.

B. Event B: Tail-lobe reconnection

Figure 4 shows an overview of event B with the time series of var-
ious plasma parameters obtained by MMS3. The data are shown for
07:10–07:53 UT of July 26, 2017 and the time period of reconnection
signature (especially high-speed flows) is highlighted in cyan. Similar
to event A, a correlated Vix and Bz reversal is identified (both from
negative to positive) [Fig. 4(e)], indicating that a reconnection X-line
passed by the spacecraft in the tailward direction. However, unlike
event A, there was an intensification of both magnetic [Fig. 4(b)] and
electric [Fig. 4(h)] field turbulence. More details of the key reconnec-
tion features and associated turbulence of this event can be found in
Ergun et al. (2020b; 2020a).

Here, we emphasize that flow speeds were much higher when
compared to event A and that they reached �2000 km/s [Fig. 4(e)].
The electron temperature was also enhanced by an order of magnitude
[Fig. 4(i)], although it was almost constant across the reconnection
region in event A. Also, the incident plasma density depleted substan-
tially [Fig. 4(g)].

These features of enhanced temperature and depleted density are
consistent with the picture of plasma-sheet reconnection in which the
preexisting, dense plasmas were pushed away by reconnection and the
tenuous lobe plasma starts to flow in. It has been argued that the
incoming open field lines (with the concomitant large Alfv�en speeds)
lead to a more explosive behavior including enhanced temperature
(e.g., Baker et al., 2002).

Figure 5 shows three examples of electron energy spectra
obtained in event B, demonstrating three features that were not seen
in event A. The most striking feature is that the non-thermal flux was
high and the spectrum was hard even before the encounter with the

reconnection region, as shown in spectrum 1. For this specific case of
spectrum 1, the kappa distribution alone did not fit the data well. A
three-component model, fM;cold þ fFT þ fM;hot, was necessary to obtain
a reasonably good fit, i.e., v2� � 1. Similar cases of enhanced energetic
electron flux were seen both before and after the encounter [Fig. 4(j)].
The kappa distribution model alone did not fit the data reasonably
well (v2� > 1) during 07:15–07:21 UT and 07:39–07:47 UT. The kappa
distribution model fitted the data reasonably well further outside the
reconnection region (before 07:11 UT and after 07:48 UT), but the
power-law spectrum remained equally hard (d � 4). These observa-
tions indicate that energetic, non-thermal electrons were prevalent
outside the reconnection region.

Another key feature of event B is that the non-thermal power-
law tail was not always obvious during reconnection, as shown in spec-
trum 2. This spectrum was obtained when the electron temperature
was the highest (Fig. 4, the second vertical dashed line). Both the kappa
distribution [Fig. 5(d)] and multi-component [Fig. 5(f)] models fit the
data reasonably well. The results indicate that the temperature of the
main population was �10 keV. The power-law index j was very large,
suggesting that the main component was very close to a Maxwellian.
The computed non-thermal fraction of electron energy Re was �10%.
Such a small Re is also illustrated in Figs. 4(l) and 4(m).

Event B was also different from event A in a sense that it often
exhibited a clear flattop feature, as shown in spectrum 3 [Figs.
5(g)–5(i)]. However, there was also an additional high-energy compo-
nent above �80 keV, and the flattop distribution alone did not fit the
data well. It is to be noted again that the shoulder energy (EL � 17 keV
in this case) is different from the effective temperature
(TFT � 2.6 keV) because of Eq. (7). Also, the high-energy component
was fitted by the Maxwellian distribution with unrealistically high tem-
perature (�73 keV) just to avoid over-fitting. One may interpret this
component as a single power-law or a power-law with a roll-off at its
high-energy end (around 200 keV in this case). However, such models
require an additional free parameter to fit the data and would lead to
over-fitting. As described in Sec. IVA, we looked for the model that
can reasonably fit the data well (i.e., v2� � 1) with the smallest number
of free parameters. The uncertainty comes from the fact that this high-
energy component was observed over a narrow energy range between
100 and 300 keV (due to the limited sensitivity above �300 keV), and
it can be characterized by different models depending on one’s choice.

C. Event C: Transition from plasma-sheet to tail-lobe
reconnection

Figure 6 shows an overview of event C with the time series of
parameters, demonstrating a transition from the plasma-sheet recon-
nection to the tail-lobe reconnection. Observations are shown for
14:12–15:40 UT of July 17, 2017 and the time periods of plasma-sheet
and tail-lobe reconnection are highlighted in yellow and cyan, respec-
tively. At the beginning of the event, the AE index was low (�500 nT),
but it increased steadily starting at 14:37 UT when MMS detected tail-
ward flows (Vx < 0). There was a correlated Vx and Bz reversal at
around 14:44 UT (not shown), indicating a passage of the X-line by
the spacecraft. The density remained high between 0.1 and 0.3 cm�3

[Fig. 6(g)] and the temperature was steady [Fig. 6(i)]. These features
are similar to those of event A. However, at around 15:00 UT, the elec-
tron temperature started to increase exponentially while the density
decreased. By 15:05 UT, the density dropped down to �0.02 cm�3
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FIG. 4. Overview of event B (July 26,
2017). The format is the same as Fig. 2
except that the time period of reconnec-
tion is highlighted in light blue instead of
light yellow. The vertical dashed lines indi-
cate the times of energy spectra shown in
Fig. 5.
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FIG. 5. Example analyses of electron energy spectra obtained in event B (July 26, 2017). The format is the same as Fig. 3.
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FIG. 6. Overview of event C (July 17,
2017), demonstrating two different phases
of reconnection. The format is the same
as Fig. 2 except that two different time
periods of reconnection, one for event-A-
like and another for event-B-like, are
highlighted in light yellow and light blue,
respectively. The vertical dashed lines
indicate the times of energy spectra
shown in Fig. 7.
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FIG. 7. Example analyses of electron energy spectra in event C (July 17, 2017). The format is the same as Fig. 3.
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and the ion flow speeds increased to �1500 km/s, and the electron
temperature increased up to �10 keV, all of which suggest enhanced
reconnection and energization of particles.

The observed evolution is consistent with our interpretation that
plasma-sheet reconnection occurred first and then tail-lobe reconnec-
tion followed. Once the pre-existing populations are pushed away
from the reconnection region, the energy release became more explo-
sive. As for energetic particles, energetic ion flux enhanced at the
beginning of the plasma-sheet reconnection [�14:45 UT, Fig. 6(c)]
and remained steady, whereas �80 keV electron flux were already
high (�3� 10�7 s3/km6) before the event and remained high
throughout the event [Figs. 6(d) and 6(j)].

Figure 7 shows three example energy spectra, demonstrating
basically the same features that were observed in events A and B.
While the kappa distribution can generally represent the spectrum
(a) and (d), an additional population is necessary to improve the fit
(c) and (f). Using the flattop distribution instead of the kappa dis-
tribution also improves the fit sometimes [compare between (d)
and (e) and between (g) and (h)]. Therefore, sometimes, different
models can fit the data equally well, leading to the ambiguity of the
non-thermal fraction of electron energies [compare between (e)
and (f)]. Regarding the time evolution, the spectrum was already
hard before the reconnection (spectrum 1) and the flattop distribu-
tion appeared intermittently during the tail-lobe reconnection
phase (spectrum 3).

D. Average electron energy and electric field
magnitude

Spectrum 2 of event B [Fig. 5(f)] clearly indicates that the non-
thermal component can be small (�7%) when the temperature is high
(�10 keV as opposed to the typical temperature in the plasma sheet
�1 keV). To better understand how reconnection controls electron
energization (both heating and non-thermal acceleration), we exam-
ined the j�Ve � Bj electric field, where Ve is the electron bulk flow
speed, the average energy of electrons �e, and the non-thermal fraction
of electron energies Re as a function of local electric field magnitude
jEj, as shown in Fig. 8. Here, we use all three events and the data are
averaged over 30 s, and the spectral fitting results are used to derive �e.

The spectral fitting results are also shown as stepped lines in Figs. 2, 4,
and 6. If a multi-component model is used to fit the data, we averaged
the values of �e from all components.

Figure 8(a) shows clearly that jEj is correlated with the predicted
value from �Ve � B, indicating that the electric fields are properly
measured and can be used for further analysis. The correlation coeffi-
cient of 0.62 is relatively low because of the scattering of the data
points for event B (cyan). Events A and C produce the correlation
coefficient of 0.96 and 0.98, respectively.

Figure 8(b) shows�e is correlated with jEj. As annotated in the fig-
ure, the correlation coefficient is 0.78. It is to be emphasized that the
electron temperature remained steady across event A and the earlier
phase of event C. This is a noticeable feature of the plasma-sheet
reconnection, as described in Secs. IVA–IVC. With the data points
from event A only (colored dark yellow), the correlation coefficient is
�0.45 (not annotated), meaning that there is no correlation. On the
other hand, with the data points from event B only (colored cyan), the
correlation coefficient is 0.65 (not annotated), meaning that there is a
modest correlation between jEj and �e, in event A.

Figure 8(c) shows �e from the non-thermal component alone. The
correlation is weaker but there is a tendency that a higher value of jEj
leads to a higher value of �e. However, the non-thermal fraction Re

does not show a clear correlation with jEj, as shown in Fig. 8(d). It is
clear from the scatterplot that the non-thermal fraction can be small
even when the electric field is large, and the average electron energy
(or the temperature) is also large. In fact, the correlation coefficient
was negative,�0.38, suggesting anti-correlation.

In principle, the average electron energy �e can also be esti-
mated from the electron temperature Te (provided by the instru-
ment team) by �e¼ð3=2ÞkBTe and is shown in Fig. 8(b) in gray. For
the data points from event B (squares), especially those above
6 keV, there is a large deviation between �e derived from spectral fit-
ting (cyan squares) and �e derived from the electron moment (black
plus signs). When the temperature is high, the entire energy distri-
bution shifts toward the higher energies and a significant part can
extend past the detection limit of the FPI instrument. Thus, in such
cases, the moment calculation, which is based on the FPI instrument
only, overestimates the temperature.

FIG. 8. Comparison between electric field magnitude jEj and four different parameters: (a) the electric field calculated from j � Ve � Bj, (b) average energy of electrons �e,
(c) the same as (b) but for non-thermal electrons, and (d) non-thermal fraction of electron energy Re. The data points are obtained by averaging the data over 30 s and by
applying spectral fitting for each averaged data. The black plus signs in panel (b) are obtained from the FPI electron moment data. Correlation coefficients are annotated on
the upper left corners.
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Figure 9 shows comparisons between jEj and Te (equivalent to
�e) obtained from the moment data but at a higher sampling rate,
4.5 s. It is more clearly demonstrated that, in plasma-sheet recon-
nection events, Te was almost constant at�1 keV and was not sensi-
tive to jEj. On the other hand, in the tail-lobe reconnection events,
the data points are more scattered and the correlation between Te
and jEj is less clear when compared to Figs. 8(b) and 8(c). This is
partly due to the artifact described above. Nevertheless, it is evident
that both Te and jEj were substantially higher than those in the
plasma sheet reconnection.

V. SUMMARY AND DISCUSSION

We here summarize the main observed features in the electron
energy spectra in earth’s magnetotail, followed by a detailed discussion
of some specific features.

1. The electron energy spectra in earth’s magnetotail are often rep-
resented by the kappa distribution in both cases of plasma-sheet
and tail-lobe reconnection, and the power-law index dð¼ jÞ
becomes as small as 3–4. However, the flattop distribution some-
times represents the core component better than the kappa dis-
tribution. Also, an additional thermal population is often
necessary to better fit the data over the entire energy range, sug-
gesting a presence of at least one additional population of elec-
trons in the plasma sheet. It can be a cold population in the very
low energy range or a hot population at very high energy.
Sometimes, there can be both.

2. Because of the variations in the energy spectrum, our estimation
of the non-thermal fraction also varied greatly between 20% and
60% in the active reconnection region. A complication is that, in
some cases, different spectral models can fit the same data
equally well but the derived non-thermal fraction differs because
of the difference in the models. Furthermore, the derived non-
thermal fraction varies greatly from sample to sample, even if the
same one model fits the data better than any other models.
These effects lead to the large variation (or uncertainty) in the
estimation of the non-thermal fraction.

3. During the tail-lobe reconnection, the non-thermal tail is less
enhanced even when the electric field is large and the tempera-
ture is also large. In other words, the non-thermal fraction Re is
not correlated with jEj. However, the average energy of electrons
(or equivalently temperature) is linearly correlated with the elec-
tric field magnitude during the tail-lobe reconnection, indicating
that the electric field fluctuations plays an important role in ener-
gizing electrons (especially heating).

A. Plasma-sheet reconnection vs tail-lobe
reconnection

Our observations are well consistent with the classical picture of
plasma-sheet reconnection and tail-lobe reconnection. We demon-
strated that the Te � jEj plot is an easy way to diagnose and visualize
the two different regimes in one panel, although there can be artificial
overestimation of temperature for the cases of tail-lobe reconnection
(Fig. 9). In the plasma-sheet reconnection, the electron temperature
remains largely unchanged. In addition to events A, B, and C, we
examined a few other cases of plasma-sheet reconnection and found
the same trend, although the temperature is not always centered

around 1–2 keV. For example, in the event on July 3, 2017 at around
05:26 UT, Te was steady around �0.1 keV rather than 1–2 keV(Chen
et al., 2019b). Therefore, we consider that the steadiness of the temper-
ature is not artificial.

FIG. 9. Classification of tail-lobe and plasma-sheet reconnection in the electron
temperature Te vs electric field magnitude jEj map. Panel (a) shows the data points
from event A (July 11, 2017 dark yellow) and event B (July 26, 2017 cyan). Panel
(b) shows data points from event C only (July 17, 2017) but colored differently for
the two phases of reconnection, i.e., plasma sheet reconnection (dark yellow) and
tail lobe reconnection (cyan). All data points in both panels are taken from the
active reconnection region, as highlighted in yellow and cyan in Figs. 2, 4, and 6. Te
is taken from the FPI moment data at 4.5 s sampling time, as shown in panel (i) of
Figs. 2, 4, and 6. The high values of Te (especially those above 10 keV) may be a
result of overestimation (see texts). The electric field was measured by EDP and
are averaged over the same 4.5 s periods. The original data before averaging are
shown in panel (h) of Figs. 2, 4, and 6.
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We think that the temperature remains steady in the plasma-
sheet reconnection because the Alfvèn speed VA remains small. As
described in Sec. I, a smaller VA leads to a smaller increase in electron
energy (or temperature). Thus, if the temperature increase was much
smaller than the initial temperature of the preexisting plasma sheet,
the increase would be unnoticeable.

When compared between the tail-lobe reconnection and
plasma-sheet reconnection, the average electron energy increased
by an order of magnitude (Fig. 8). This can be interpreted by Eq.
(1). Here, we assume that the factor C � aRðL=diÞ is constant. This
is not too unrealistic because statistical studies from the magneto-
pause reconnection show C is in fact nearly constant and C �
0:017 (e.g., Phan et al., 2013). For the tail-lobe reconnection in
event B, Bx was at most �22 nT and N was �0.03 cm�3 when the
temperature was high (07:27–07:39 UT). Thus, we estimate
VA � 2800 km/s. For the plasma-sheet reconnection in event A, Bx
was at most �15 nT and N was �0.1 cm�3. Thus, we estimate
VA � 1040 km/s. These estimate indicates that V2

A differed by a fac-
tor of �7, which can marginally explain an order of magnitude dif-
ference of the electron average energy between the two events. For
event C during which reconnection transitioned from the plasma-
sheet reconnection phase to the tail-lobe reconnection phase, we
consider a constant Bx � 20 nT but a density decrease from 0.25 to
0.03 cm�3. This corresponds to a change of VA from �880 to
�2540 km/s and a change of V2

A by a factor of �8, which can again
explain an order of magnitude difference of the electron average
energy between the two phases.

B. Quiet-time spectra

Christon et al. (1989) already reported that electrons exhibit
the kappa distribution, i.e., a non-thermal energy spectrum, even in
undisturbed (AE< 100 nT) geomagnetic conditions with the
power-law index of j in the range of 4–8, with a most probably
value between 5 and 6. In this study, we examined the electron
energy spectra in the context of reconnection. We found that the
non-thermal power-law tail can indeed exist even outside the
reconnection region (or, more precisely, the Hall region). Spectrum
1 of both events B and C clearly shows that, even at the current
sheet center where Bx � 0, the spectrum exhibit a hard power-law
outside the reconnection region and the power-law index of j was
in the range of 3.4 and 3.6. However, the non-thermal component
was much less enhanced (j > 10) outside the reconnection region
in event A, and the AE index (�100 nT) was substantially smaller
than that of events B and C (�500 nT). Therefore, we still think
there is a possibility that the presence of the non-thermal tail out-
side the reconnection region is correlated with the magnetotail
activity level (i.e., AE index). We conjecture that the non-thermal
tail in the non-reconnecting plasma sheet could be a remnant of
previous magnetotail activity. It could also be a leakage from the
reconnection region where high-energy electrons are produced. In
event A, the power law index increased gradually with the increas-
ing distance from the X-line where it reached a minimum. Also, the
energetic electron flux showed an exponential decrease after the
passage of the reconnection region. Thus, there could have been a
spatial diffusion process, although the decaying profile was not evi-
dent in events B and C.

C. Flattop distribution

As described in Sec. II, the flattop distribution has been observed
at various locations in earth’s plasma environment. Based on our expe-
rience of studying several MMS events, we have an impression that the
flattop distribution is found more frequently in tail-lobe reconnection
and is associated with fast, heated plasmas in the exhaust region.
However, we did not study those reconnection-associated, fine-scale
structures in detail. Here, we note that, in our events, the shoulder
energy of the flattop distribution was very high and it often reached
� 15 keV [Figs. 5(i) and 7(i)]. This energy is much higher than the
typical value of � 4 keV in earlier reports, although Chen et al. (2009)
reported the shoulder energy of�10 keV.

D. High-energy component

During the enhanced, tail-lobe reconnection, we often observed
an additional high-energy spectral component in the>100 keV range
(See spectrum 3 of events B and C). This component was fitted by the
Maxwellian distribution with unrealistically high temperature
(�66 keV) just to avoid over-fitting. It is possible that this high-energy
component has a power-law form (See Sec. IVB for more details).
Regarding the origin of this high-energy component, we noticed that it
is sometimes associated with a parallel anisotropy and evolves gradu-
ally into a single kappa distribution with no spectral break between the
core and high-energy components. Thus, we have an impression that
this high-energy component is a population escaping from the energi-
zation site where the kappa distribution is formed. However, more
detailed analysis and conclusive discussion are left for future work.

E. Maximum attainable energy

Our observations show that the electron energy spectra can
extend up to>430 keV within the reconnection region (Figs. 5 and 7).
This is consistent with earlier reports of high-energy electrons. For
example, Terasawa and Nishida (1976) and Baker and Stone (1976)
found >500 keV and >200 keV electrons, respectively, at and around
the reconnection region. Also, Øieroset et al. (2002) studied >300 keV
electrons across the ion-scale diffusion region. Here, we note that,
while we sometimes find an enhanced flux at a higher energy that can
be modeled by an exponential curve (or Maxwellian) [for example, see
Fig. 5(i)], we did not find a power-law tail that smoothly falls off at a
certain energy, as they hit the detection limit. Therefore, the maximum
energy attainable in the magnetotail reconnection region (or the
upper-limit of the electron power-law tail) remains unclear.

It is to be emphasized that such high-energy electrons in earth’s
magnetotail are difficult to explain with the classical idea of electron
acceleration by the coherent, cross-tail DC electric field (or potential
drop). At the global scale, the cross-tail potential can actually be
inferred from the polar cap potential UPC. It is derived from measur-
ing the convection flows in the high-latitude ionosphere and is
typically<200 kV (e.g., Shepherd, 2007). Thus, the induced electric
field across the magnetotail can explain electron energization only up
to�200 keV.

One may argue that the reconnection electric field can be
enhanced locally in the magnetotail. Unfortunately, it is difficult to
accurately measure the reconnection electric field (e.g., Genestreti
et al., 2018). Assuming the reconnection rate aR ¼ 0:1, density
N¼ 0.1 cm�3, and the magnetic field Bx¼ 10 nT, Terasawa and

Physics of Plasmas ARTICLE scitation.org/journal/php

Phys. Plasmas 29, 052904 (2022); doi: 10.1063/5.0085647 29, 052904-15

VC Author(s) 2022

https://scitation.org/journal/php


Nishida (1976) argued that the reconnection electric field
ER ¼ aRVABx should be 0.6mV/m or 4 kV/RE and that it is not
enough to explain the high-energy (>500 keV) electrons.

While the magnetotail width is typically �40RE, recent observa-
tions and simulations indicate that the reconnection flow channel is
quite localized in the dawn-dusk direction (1–2RE) and expands grad-
ually after reconnection onset (e.g., Sergeev et al., 1996; Angelopoulos
et al., 1996, 1997; Nakamura et al., 2004; Liu et al., 2013; and Pritchett
and Lu, 2018). Thus, ER¼ 4 kV/RE can explain electron energy up to
only 20 keV for the channel width of L¼ 5RE. If we use
N¼ 0.05 cm�3 and the magnetic field Bx¼ 30 nT, then ER can be as
large as 8.8mV/m or 56 kV/RE but it can explain electron energization
up to at most 280 keV for L¼ 5 RE.

F. Electron energization process

We found that, in the tail-lobe reconnection, the average electron
energy�e (or equivalently Te) is linearly correlated with the locally mea-
sured electric field magnitude jEj, as indicated by the cyan marks in
Fig. 8. Because the electric field fluctuates greatly and, thus, is likely to
be the result of waves and turbulence, the linear correlation suggests
that electrons are energized (both heated and accelerated to non-
thermal energies) by interacting with the electric field fluctuations.
This is favorable for a stochastic Fermi acceleration in waves or turbu-
lence. This is also consistent with the recent study of event B by Ergun
et al. (2020a; 2020b). They more clearly showed direct evidence of
electron energization by electric field fluctuations by analyzing J � E,
where J is the electron current and E is the electric field fluctuation. It
was concluded that the primary transfer of magnetic energy to particle
energy is advanced by large-amplitude electric field structures gener-
ated by strong turbulence.

The origin and nature of the electric field turbulence and associ-
ated electron energization remain unclear. One reason for this is
because, in this study, we focused on the large-scale variations of the
electron energy spectra over the entire duration of events using the
survey data. More detailed studies in the past have proposed a wide
variety of fine-scale, kinetic structures that can potentially provide an
energy kick to particles. Examples include, but not limited to, electro-
static solitary waves (e.g., Mozer et al., 2016; Fu et al., 2020, and refer-
ences therein), magnetic gradient (including dipolarization fronts)
(e.g., Hoshino et al., 2001), and magnetic islands (or flux ropes in 3D)
(e.g., Drake et al., 2006). See also Birn et al. (2012) for a review.

It is to be emphasize that, to explain a formation of the power-
law energy spectrum, we likely need the stochastic Fermi process
(Fermi, 1949). It is a generalized theory that explains a power-law for-
mation with hypothetical “clouds.” Many of the modern (and specific)
theories of particle acceleration is focused on what specific structure
can actually play the role of the “clouds” and how the stochasticity can
be achieved. Our result in this paper supports this classical idea that a
stochastic process is important for energization, but it does not clarify
the detailed nature of each energy kick nor the origin of the turbulence
needed for the stochasticity.

In fact, the need for turbulence has been discussed more consid-
erably in the past years. Let us consider the well-known contract island
mechanism, as an example. Theoretically, a Fermi process can be
achieved even in 2D magnetic islands without turbulence (e.g., Drake
et al., 2006). In a contracting island, particles can gain energy at each
end of the island by drifting in the same out-of-plane direction (not

the in-plane direction). Thus, the particle motion is uni-directional
and, therefore, the finite length of the flux tube (or the width across
the magnetotail) limits the energy gain, just like the coherent recon-
nection is difficult to explain the maximum electron energy, as
described above. However, if there was a chain of dynamically evolving
and merging islands, the reconnection electric can change its direction
at the merging point, resulting in bi-directional motion of particles
(Oka et al., 2010). This means that the particle energy gain is not lim-
ited by the finite length of the flux tube even in 2D configuration.

Nevertheless, additional turbulent scattering is required to
explain the power-law formation (e.g., Drake et al., 2006). Also, it is
not clear from observations how many flux ropes are there in earth’s
magnetotail, although waves and turbulence have been observed fre-
quently. While a variety of kinetic scale processes has been explored in
the context of anomalous resistivity, the observed properties of the
electric field turbulence appear to be consistent with the lower hybrid
drift instability (LHDI) (e.g., Cattell and Mozer, 1986; Shinohara et al.,
1998). Recent particle simulations have also indicated that the pres-
ence of an ambient guide field would lead to more enhanced turbu-
lence through the generation of small-scale, magnetic islands along the
separatrices (e.g., Daughton et al., 2011). Thus, reconnection becomes
intrinsically turbulent in a 3D system. A key point here is that, when
reconnection becomes turbulent, particles move more chaotically and
are more likely to experience a stochastic Fermi process (e.g., Dahlin
et al., 2015; Li et al., 2019). While Ergun et al. (2020a; 2020b) suggested
the importance of electron-scale magnetic depletion that appear in
association with the turbulence, it would be desirable to have a more
detailed study of the enhanced turbulence and associated electron
acceleration from both observation and simulation points of view.

G. What parameters control the energization?

From our observational results as well as the discussion presented
above, we conclude that

1. the large-scale variation of energization (i.e., plasmas-sheet and
tail-lobe reconnection) depends on V2

A; and
2. the locally measured variation of energization (i.e., the

average energy e) depends on the instantaneous electric field
magnitude jEj.

In other words,V2
A represents the global effect, whereas jEj repre-

sents the local effect, but the physical connection between two remains
unclear. We provided an idea that the reconnection electric field ER
might be playing a role [Sec. I, Eq. (1)], but it is not tested in this
study.

There are actually many other parameters that can potentially
affect electron energization during reconnection (e.g., Imada et al.,
2011; Zhou et al., 2016). Examples include the current sheet thickness,
the in-plane Hall electric field (EN), ion-to-electron temperature ratio,
the reconnection rate, and the outflow speeds. Imada et al. (2011)
showed that the ion heating, electron heating, current sheet thickness,
reconnection electric field, and converging normal electric field EN
show good correlation with the electron acceleration efficiency. Zhou
et al. (2016) showed electron acceleration is positively correlated with
outflow speeds and the power-law index.

While these studies focused on the non-thermal component
alone, Phan et al. (2013) analyzed many reconnection events statisti-
cally and found a very large correlation coefficient (0.94) between DTe
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and miV2
A, where DTe is derived from the moment and thus includes

the non-thermal component. Such a high correlation indicates that V2
A

is a very important parameter for controlling electron energization
during reconnection. Our result that V2

A can explain the overall differ-
ence between the plasma-sheet and tail-lobe reconnection is qualita-
tively consistent with the statistical result by Phan et al. (2013).
However, the fact that the non-thermal component can be small even
when the temperature is high or the local electric field is large (Fig. 8)
remains as a puzzle and needs to be studied further.

H. Non-thermal fraction of electron energies

Our spectral analysis indicates that the non-thermal fraction of
electron energies Re during reconnection varied between 20% and
60% when the data are reasonably well fit. A puzzle is that it can be
small even when the electric field is large and the temperature is also
large [e.g., Fig. 5(f)]. This does not mean electrons are not energized.
Electrons do gain a substantial amount of energy but they do not
always form a power-law. In such cases, we think that the heating pro-
cess was more dominant than the process of power-law formation.

Interestingly, similar values of Re have been obtained for the
above-the-looptop (ALT) hard x-ray coronal sources in solar flares. In
solar flares, the possible reconnection region in the corona does not
produce a detectable amount of hard x rays, which is probably because
of the rather low coronal density and correspondingly low probability
of bremsstrahlung emission. Thus, a nearby x-ray source, the so-called
above-the-looptop (ALT) hard x-ray source, has drawn a considerable
attention (e.g., Masuda et al., 1994; Krucker et al., 2010). Generally, it
is considered to correspond to the collapsing region in earth’s magne-
totail, where the magnetic field lines become more dipolarized and the
so-called flow braking and/or current disruption have been observed
(compare, for example, Figs. 4 and 8 of Oka et al., 2018).
Unfortunately, the measurements of the ALT x-ray spectra in the ther-
mal energy range (typically below �10 keV) have not been well con-
strained due to the limited dynamic range of the x-ray telescopes.
However, based on supplementary material from x-ray imaging-spec-
troscopy as well as the differential emission measure (DEM) of the
extreme-ultraviolet (EUV) wavelength data, it has been suggested that
the kappa distribution can also explain the x-ray spectra in the ALT
source (Oka et al., 2013; 2015). Combined with another case study
(Battaglia et al., 2015), a total of six different cases of ALT observations
have been analyzed with the kappa distribution model and the
obtained power-law index j was in the range of 3.8–14, implying the
non-thermal fraction of electron energies of Re¼ 16%–52%. Here, the
x-ray spectra were integrated over a >30 s time period, centered
around one of the impulsive x-ray peaks detected in a flare that typi-
cally lasted 5–10min.

A caveat is that the origin of the variation of Re is different in
solar flares and the magnetotail. In the magnetotail, the variation came
from the deviations from the kappa distribution model. Note that the
plasma is basically collisionless in earth’s magnetotail. Also, our obser-
vations were focused on the reconnection region (more precisely, the
Hall region) rather than the collapsing region. In contrast, the same,
single kappa distribution model was used in all six cases of solar flare
ALT observations, and the variation of the j values has been attributed
to the different densities, and, hence, the rate of collisions, in the ALT
region. In fact, it has been argued that, when the density is high in the
(above-the-)looptop region, the power-law spectrum becomes soft and

the accelerated electrons lose their energies in the corona (i.e., the so-
called coronal thick-target events) (e.g., Veronig and Brown, 2004).

Despite significant differences in the plasma environments, it is
interesting that both solar flares and earth’s magnetotail produce a
similar range of the power-law index j and the resultant non-thermal
fraction of electron energies Re. While such a similarity of the power-
law index has been suggested in the past (e.g., Oka et al., 2018), we
envision that a detailed spectral analysis such as the one presented in
this study would facilitate more comparative studies of particle acceler-
ation during explosive energy-release in solar and terrestrial plasma
environments.
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APPENDIX A: DATA MASKING

For spectral analysis, we removed (or masked) data points that are
affected by artificial effect including photoelectrons. While the space-
craft potential generally gives a good indication of the upper limit of the
energies of photoelectrons, it appears to be a rough estimate. A photo-
electron model can be used to remove such data points more accurately
(Gershman et al., 2017), but the model is not always available. To
ensure the removal of photoelectrons, we only use data points in the
>100 eV range. This criterion simplifies our analysis and yet it still
allows us to perform reasonable spectral fitting of the main plasma pop-
ulations in the plasma sheet, as shown in to Sec. IV A caveat is that we
might be removing real signals from a possible cold population. A diag-
nosis of such a low temperature plasma requires a more careful analysis
and left for future work.

Another complication is that the electron energy spectrum can
reach the detection limit (i.e., one-count-level) and becomes noisy
not only in the higher energy range but also in the lower energy
range. It can occur if the density is low and temperature is high and
if there is no additional cold population. Thus, prior to each spectral
fitting, we calculated the energy E1 at which the observed phase
space density becomes closest to the detection limit. Then, we
removed all data points at energies smaller than E1. Note that,
under typical conditions, the data are not noisy and the flux is sub-
stantially high in the E < E1 range due to the presence of photoelec-
trons. Thus, in some cases, E1 could also be regarded as the
boundary between photoelectrons and real plasma data. However, it
can sometimes be confounded by the possible cold population
described above.
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To summarize, we removed data points in the energy range below
E1 or E2 (¼100 eV) whichever is higher. E1 is less than 1keV in many
cases. Also, in the higher energy range of each instrument (typically
>10keV and >100keV for FPI and FEEPS, respectively), data points
are removed if the flux were comparable to the detection limit.

APPENDIX B: MODEL FITTING

To fit the spectral data, we used a nonlinear least squares
method with an IDL routine mpfit (Markwardt, 2009). For the ini-
tial values, the observed moment values (density and temperature)
are used for the main spectral component. Because the bulk flow
speed is much less than electron thermal velocity, we assumed an
isotropic distribution of electrons and did not use flow velocity in
the moment data. The initial values of the other parameters, includ-
ing the power-law index, were empirically determined although
they were not crucial for the success of the spectral fitting except in
rare cases where a cold population existed. It was more important
to set weights properly as described below.

In general, the difference between the observation (fi) and the
model (fmodel) is normalized by the experimental error (Dfi), where
the subscript i represents an energy channel. However, in the case
of our study, the several points of the FEEPS data have a much
higher count rate than FPI (as can be seen as the much lower one-
count-level in the figures presented in this paper), leading to a
larger weight on FEEPS data points and thus a failure of the spectral
fitting of the entire energy spectrum. To avoid this problem, we
redistributed the weights. While the actual, relative error size,
ai � Dfi=fi, can vary by many orders of magnitude depending on
the energy channel (i) or instrument, we assumed a uniform value
of �a so that weights wi can be defined as wi � 1=ð�afiÞ2. Here, �a is
obtained from the average of the actual values of Dfi=fi so that the
reduced chi-square (v2�) still represents the deviation normalized by
the measurement error and that it approaches to unity in the case
of a reasonably good fit.
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